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averaging and current pacesetting issues in the CFD devel-
opment. Also, both approaches are subject to develop-A large-domain approach is developed for calculating ship bound-

ary layers and wakes and wave fields for nonzero Froude number. ments associated with the treatment of free-surface
The Reynolds-averaged Navier–Stokes and continuity equations are boundary conditions and effects. Here again, the large-
solved with the Baldwin–Lomax turbulence model, exact nonlinear domain approach has an advantage in the ability for
kinematic and approximate dynamic free-surface boundary condi-

inclusion of viscous and turbulence effects over the entiretions, and a body/free-surface conforming grid. The results are vali-
domain. Thus, the large-domain approach is ultimatelydated through comparisons with data for the Series 60 CB 5 0.6 ship

model at low and high Froude numbers and results of a precursory superior in offering more general applicability and utility
interactive approach. Both approaches yield satisfactory results; and the possibility of a more detailed resolution of
however, the large-domain results indicate improved resolution of the flow.
the flow close to the hull and wake centerplane and of the Froude

The authors have been involved in the developmentnumber differences due to near-wall turbulence modeling and non-
of both approaches. Initially, an interactive approach waslinear free-surface boundary conditions. Additional evaluation is
developed and validated [1, 2]. Herein, modifications andprovided through discussion of the recent CFD Workshop Tokyo

1994, where both methods were among the best. Last, some con- extensions are made for a large-domain approach, includ-
cluding remarks are made. Q 1996 Academic Press, Inc. ing improved numerical algorithms, Baldwin–Lomax

turbulence model, exact nonlinear kinematic and ap-
proximate dynamic free-surface boundary conditions,

INTRODUCTION and a body/free-surface conforming grid. The results are
validated through comparisons with data for the SeriesThere is a current need for the development and valida-
60 CB 5 0.6 ship model at low and high Froude numberstion of computational fluid dynamics (CFD) methods for
(Fr 5 U0/ÏgL) [3, 4], and the precursory interactive ap-surface–ship boundary layers and wakes and wave fields
proach. The latter comparisons also enable a qualitativein support of anticipated future designs. At present, both
relative assessment of the two approaches. Cost and timeinteractive and large-domain approaches for solving the
constraints, as well as problem complexity, precluded aReynolds-averaged Navier–Stokes (RANS) equations are
quantitative relative assessment as was possible previouslyviable alternatives and need relative assessment. The for-
for zero Fr [5]. The zero Fr solution refers to the treatment

mer refers to interactively combining viscous- and inviscid- of the free surface as a symmetry plane (i.e., double-body
flow methods for the inner and outer regions, respectively, solution) corresponding to a condition of infinite gravity.
whereas the latter refers to using a viscous-flow method Additional evaluation is provided through discussion of
for the entire domain. The interactive approach has the the performance of both approaches at the recent CFD
advantages of both the inviscid- and viscous-flow method- Workshop, Tokyo 1994 [6], where both methods were
ologies and computational efficiency, but it is inherently among the best, along with a summary and conclusions
limited by the inviscid-flow method. The large-domain ap- from the workshop, which also serve as an update of the
proach has the advantages of ease of implementation, more reviews of [1, 2].
general applicability (e.g., massively separated flows), and In the following, a detailed overview of the computa-
utility (e.g., inclusion of thermal stratification, two-fluid tional method is provided. The conditions and grids are
modeling, etc.) and the limitations solely due to Reynolds described. Then, the results are validated for Fr 5 0

and 0.316 through comparisons with the data and the
interactive approach. Next, the CFD Workshop, Tokyo* Current address: Department of Marine System Engineering, College
1994 [6] is discussed. Last, some concluding remarksof Engineering, University of Osaka Prefecture, 1-1, Gakuen-cho, Sakai,

Osaka 593, Japan. are made.
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COMPUTATIONAL METHOD Ui

j i 5 0 (4)

As already noted, the computational method is based on
modifications and extensions of the precursory interactive gii 2f

j ij i 2 2a j
f

f

j j 5 Reff
f

t
1 Sf , (5)

approach [1, 2]. Recently, Stern et al. [9] provided a detailed
description of the method to aid in the transition for design

where Ui are the modified contravariant velocity compo-applications, including extensions for naval combatants
nents in the direction of the transformed coordinates,with bulbous bows and transom sterns, utilizing multiblock
f 5 (U, V, W), Reff is an effective Reynolds numberdomain decomposition and propeller-hull interaction, uti-
(1/Reff 5 1/Re 1 nt), Sf are source terms, t is the computa-lizing the method of Stern et al. [10]. Herein, an overview
tional time, and the geometric coefficients b j

i , gii, and Ja-is given. Note that the core viscous-flow solver is based on
cobian J are functions of the coordinates only.Chen and Patel [7, 8] which has been validated for a variety

of benchmark cases and applications.
Discretization and Pressure Equation

Equations, Coordinate Systems, and the Equation (5) is reduced to algebraic form through the
Turbulence Model use of the finite-analytic method. Solution-dependent coef-

ficients are analytically derived by solving the linearizedThe unsteady RANS and continuity equations for an
momentum equation on a computational cell with dimen-incompressible fluid are written in nondimensional form
sions 21 3 2k 3 2h using a hybrid method which combinesand Cartesian tensor notation as
a two-dimensional analytic solution in the hz-plane with
a one-dimensional analytic solution in the j-direction. ByUi

xi
5 0 (1) specifying boundary conditions on the faces of the cell as

a combination of exponential and linear functions, which
are the natural solutions for the linearized momentumUi

t
1 Uj

Ui

xj
5 2

p̂
xi

1
1

Re
2Ui

xjxj
2



xj
(uiuj), (2) equation, (5) can be solved by the method of separation

of variables. When the solution is evaluated at the center
node P (i.e., (i, j, k)) of the element, the following 12-pointwhere Ui 5 (U, V, W) are the mean-velocity components,
finite analytic formula is obtained,xi 5 (X, Y, Z) are the Cartesian coordinates, p̂ is the

piezometric pressure (p 1 rgz), uiuj are the Reynolds
stresses, n is the kinematic viscosity, and Re 5 UoL/n is fn

P 5
1

1 1 CP(CU 1 CD 1 Reff/Dt)
[CNEfn

NE 1 CNWfn
NW

the Reynolds number. The Reynolds stresses are related
to the mean rate of strain through an isotropic eddy viscos- 1 CSEfn

SE 1 CSWfn
SW 1 CECfn

EC 1 CWCfn
WC

(6)ity nt ,
1 CNCfn

NC 1 CSCfn
SC 1 CP(CUfU 1 CDfD

1 Refff
n21
P /Dt 2 (Sf)P)],2uiuj 5 nt SUi

xj
1

Uj

xi
D2

2
3

dijk, (3)

where Cnb (nb 5 NE, NW, etc.), CP , CU , and CD are the
finite-analytic coefficients and the subscripts P, U, and Dwhere dij is the Kronecker delta and k is the turbulent

kinetic energy. The equations are normalized by reference denote the center, upstream, and downstream nodes, re-
spectively, and NC, NW, WC, etc. denote the nodes in thevelocity Uo and length L and density r. Closure is attained

through the Baldwin–Lomax algebraic turbulence model hz-plane in terms of compass directions. The superscripts
(n) and (n 2 1) refer to the current and previous timewithout modifications for free-surface effects.

The equations are transformed into nonorthogonal cur- levels and Dt is the time step. It is seen that fp depends
on all eight neighboring nodal values in the transversevilinear coordinates such that the computational domain

forms a simple rectangular parallelepiped with equal grid plane, as well as the values at the upstream and down-
stream nodes fU and fD and the values at the previousspacing. The transformation is a partial one since it involves

the coordinates, only, and not the velocity components Ui . time step fn21
P . The pressure-gradient and cross-derivative

terms in (Sf)P are evaluated using second-order centralThe transformation is accomplished through use of the
expression for the divergence and ‘‘chain-rule’’ definitions finite differences. A regular-grid (i.e., variable-collocated)

approach is used such that (6) is evaluated at P for f 5of the gradient and Laplacian operators which relate the
Cartesian coordinates xi to the nonorthogonal coordinates U, V, and W.

The use of a regular grid results in the problem of odd–(j, h, z). In this manner, (1) and (2) with (3) can be written
in the form even decoupling of the pressure and velocity fields. There-
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fore, the derivation of the pressure equation requires spe- On the free surface, there are two boundary conditions.
The kinematic condition requires that z is a stream surface:cial treatment to eliminate this problem. The pressure

equation is derived using the generalized continuity equa-
tion (4) in discrete form and a staggered-grid control vol- DF

Dt
5 0, F 5 z 2 z. (10)ume. Discretizing (4) on this control volume using second-

order central finite differences, decomposing the modified
contravariant velocity into pseudovelocity and pressure- The dynamic condition requires that the normal and tan-
gradient terms, and discretizing the pressure-gradient gential stresses are continuous across the surface,
terms with second-order central finite differences about
the staggered-grid locations results in

tijnj 5 t*ij nj , (11)

(E11
d 1 E11

u 1 E22
n 1 E22

s 1 E33
e 1 E33

w )p̂P where nj is the unit normal vector to the free surface and
5 E11

d p̂D 1 E11
u p̂U 1 E22

n p̂NC 1 E22
s p̂SC (7) tij (52pdij 1 Re21(Ui/xj 1 Uj /xi) 2 ui uj) and t*ij are

the fluid- and external-stress tensors, respectively. The lat-1 E33
e p̂EC 1 E33

w p̂WC 2 D̂,
ter includes surface tension. The following approximations
were made in employing (11): (a) the external stress and

where Eij and D̂ are the pressure coefficients and mass surface tension are assumed to be zero; (b) the curvature
source, respectively, and are defined as of the free surface and gradients of the normal velocity

component are assumed small. Expansion of (10) and re-
duction of (11) results inE ij 5

ReffCP

J[1 1 CP(CU 1 CD 1 Reff/Dt)]
bi

mb j
m (8)

D̂ 5 Û1
d 2 Û1

u 1 Û2
n 2 Û2

s 1 Û3
e 2 Û3

w , (9) z

t
1 Ũ

z

j
1 Ṽ

z

h
2 W 5 0, (12)

where Ûi is a modified contravariant pseudovelocity field where
which contains part of the pressure-gradient if the grid is
nonorthogonal. Since (7) is in terms of Eij and D̂ at the

Ũ 5
1
J

(b1
1U 1 b1

2V)staggered-grid locations, one-dimensional linear interpola-
tion is used to obtain both of these quantities at the stag-
gered nodes, but in terms of the values calculated at the

Ṽ 5
1
J

(b2
1U 1 b2

2V)regular-grid locations.

Boundary Conditions and Grid Generation p̂ 5
z

Fr2 (13)

Referring to Fig. 1, the specified boundaries of the solu-
tion domain are the body surface Sb , the inlet plane Si , (U, V)

z
5 0. (14)

the exit plane Se , the symmetry plane Sk , the outer bound-
ary So , and the free-surface Sz . Note that for zero Fr, Sz

Last, a zero-gradient condition is used for W, which isbecomes the waterplane Sw .
consistent with the approximations employed for the dy-For zero Fr the boundary conditions are as follows: on
namic condition,Sb , f 5 p/n 5 0 (where n is normal to the body); on

Si , free-stream values are imposed, i.e., U 5 U0 , V 5
W 5 p 5 0; on Se , a zero gradient condition is used, i.e., W

z
5 0. (15)

(f, p)/X 5 0; on Sk and Sw , (U, W, p)/Y 5 V 5 0 and
(U, V, p)/Z 5 W 5 0, respectively; and on So , U 5 U0 ,
V 5 p/r 5 0 (where r is the radial coordinate), and W Note that the pressure boundary condition (13) is inviscid

in that it can be obtained directly by neglecting the normalis extrapolated.
For nonzero Fr, the boundary conditions are similar, viscous stress.

These conditions were implemented as follows: (13)–except: p is replaced by p̂; and on Sz , exact nonlinear
kinematic and approximate dynamic free-surface condi- (15) are used as boundary conditions for the pressure and

velocity; Eq. (12) is used to solve for the free-surface ztions are applied on the actual free surface, which is deter-
mined as part of the solution. The derivation of these iteratively, in conjunction with the global iteration proce-

dure. For each global iteration, (12) is solved, whereuponconditions and the procedure for determining the free sur-
face are described next. the computational grid is regenerated so that it conforms
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FIG. 1. Solution domain and computational grid: (a) Longitudinal plane; (b) Body crossplane.

to both the body and the free-surface. The procedure for Introducing the delta form such that Dzn 5 zn11 2 zn and
the differential operator L, (17) reduces tosolving (12) and adjusting the grid is outlined next.

Equation (12) is solved using a Beam and Warming
linear-multistep method based upon space-centered finite- L[Dzn] 5 Dt(W 2 Ũzj 2 Ṽzh)n, (18)
differences, approximate factorization, and the addition of

whereboth implicit and explicit fourth-order artificial dissipation.
The temporal derivative is expressed as

L 5 H1 1
Dt
2 S 

j
(Ũ)n 1



h
(Ṽ)nDJ. (19)

zn11 5 zn 1
Dt
2

[(zt)n 1 (zt)n11] (16)

If L is factored into one-dimensional operators, L1 andor
L2 , (18) becomes

z n11 5 z n 2
Dt
2

[(Ũzj 1 Ṽzh 2 W)n

(17)
L1[Dzn] ? L2[Dzn] 5 Dt(W 2 Ũzj 2 Ṽzh)n, (20)

1 (Ũzj 1 Ṽzh 2 W)n11]. where
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stacked to form a complete three-dimensional grid. The
L1 5 H1 1

Dt
2



j
(Ũ)nJ

(21)
bow and stern are resolved with axial clustering of grid
points which are distributed using hyperbolic tangent
stretching functions. Because of the H-type grid, non-verti-

L2 5 H1 1
Dt
2



h
(Ṽ)nJ. cal bows and sterns are resolved in a staircase fashion. The

constant-X cross-plane grids are generated elliptically by
solving a Poisson equation for the transformation betweenEquation (20) can now be solved in two one-dimen-
(Y, Z) and (h, z). Spacings are specified in the h-directionsional inversions
at the surface of the hull, which for the Baldwin–Lomax
turbulence model should be at a Y1 P 1, and in the z-

Step 1. L1[Dz9] 5 Dt(W 2 Ũzj 2 Ṽzh)n (22) direction at both the centerplane and free surface. The
initial grid must extend to an elevation sufficiently aboveStep 2. L2[Dzn] 5 Dz9. (23)
the zero, or design waterline, to allow for wave crests. As
the wave field develops, the RANS grid conforms to theFinally, the spatial derivatives in L1 and L2 are discretized
free surface. By confining the grid points and saving theusing a second-order central difference and both implicit
initial distribution along h 5 const, or girth-wise lines, theand explicit fourth-order artificial dissipation « are added
grid is easily updated; the point on the free surface movesto damp out oscillations and/or maintain stability:
to a new elevation and all points below the free-surface
slide along the h 5 const line so as to maintain the initial
relative distribution.Step 1. L*1 [Dz9] 5 DtSW 2 Ũzj 2 Ṽzh

The kinematic free-surface boundary condition (12) grid
is two-dimensional (i.e., function of (X, Y)), updated itera-
tively to fit the wave–hull intersection, and it is different2 «j

4z

j4 2 «h
4z

h4Dn

(24)
from the RANS grid in that, instead of high near-wall
resolution, more points are distributed in the outer flow

Step 2. L*2 [Dzn] 5 Dz9, (25)
to resolve the wave field. The grid is 441 3 105 and consists
of equal spacing in the axial direction and a power distri-

where bution

L*1 5 H1 1
Dt
2



j
(Ũ)n 1 «j

4

j 4J
(26)

Yi , j 5 (Ybody 1 0.0002) 1 (1 2 Ybody)S j 2 1
jmax 2 1Dn

(27)

L*2 5 51 1
Dt
2



h
(Ṽ)n 1 «h

4

h4J.
in the transverse direction, where n 5 2, jmax is number
of points, and 0.0002 is an offset to ensure nonzero velocity.
For regions upstream and downstream of the ship,

The amount of artificial dissipation is « 5 0.4 and local Ybody 5 0.
time stepping is used with Dt 5 0.001(U2 1 V2 1 W2)21/2. Communication between the RANS and free-surface
Parametric studies indicate convergent solutions for grids is accomplished using bi-linear interpolation such that
0.04 # « # 4. Smaller values produce checkerboard decou- the velocity field from the z 5 kp1 plane of the RANS
pling of the wave solution, whereas large values cause grid is interpolated to the free-surface grid. Similarly, the
excessive wave damping. For each step in the approximate wave elevation is interpolated from the free-surface grid
factorization (24) and (25), a pentadiagonal solver is used to the z 5 kp1 plane of the RANS grid.
to determine the wave solution. Referring to Fig. 1, (12)
is solved with boundary conditions: on the inlet boundary,

Overall Solution Procedure
Dz 5 0; on the exit boundary, Dz 5 ax2 1 c; on the body
and centerline boundaries, Dz 5 aY 2 1 c; and on the far- The overall solution algorithm is based on the pressure-

implicit split-operator (PISO) algorithm, where the veloc-field boundary, (Dz)/Y 5 0. Finally, to accurately resolve
both the wave and velocity fields, a method was developed ity and pressure fields are coupled through a two-step itera-

tive procedure. In the first step, the momentum equationsto solve (12) using a two-dimensional grid generated sepa-
rately from, but coupled to, the RANS grid. A simple (6) are solved implicitly, using a tridiagonal algorithm and

the method of lines and the pressure from the previousprocedure is used to facilitate the conforming of the RANS
grid to both the hull and the free surface. time step (n 21 ) for an intermediate velocity field denoted

by an asterisk:The RANS grid is H-type with constant-X planes
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0.316 and Re 5 4 3 106. Note that in the former case the
f*P 5

1
1 1 CP(CU 1 CD 1 Reff/Dt)

[CNEf*NE 1 CNWf*NW experimental Fr 5 0.16; however, free-surface effects are
negligible, except near the bow. A partial view of the

1 CSEf*SE 1 CSWf*SW 1 CECf*EC 1 CWCf*WC

(28)
Fr 5 0.316 RANS grid is shown in Fig. 1. For both Fr, the
inlet, exit, and outer boundaries are located at X 5 (20.4,

1 CNCf*NC 1 CSCf*SC 1 CP(CUf*U 1 CDf*D 2.0) and r 5 1. The first grid points off the body surface
are located in the range Y1 , 2 (5Re UtYn). The RANS1 Refff

n21
P /Dt 2 (Sf)P)].

grid sizes were: for Fr 5 0, 90 3 30 3 20 5 54000; and
for Fr 5 0.316, 180 3 40 3 30 5 216000 and 360 3 60 3For steady flow, convergence of (28) is not required; there-
30 5 648000. In the latter case, although the grid numberfore, only several iterations are used.
was increased by a factor of 3, the differences between itsThe second step consists of subiterations. First, the pres-
solution and the former were relatively small (e.g., 4%sure equation (7) is solved implicitly, using a tridiagonal
change in CT). The free-surface boundary condition gridalgorithm and the method of lines and f*p for an intermedi-
size was 460 3 100. The values of the time increment andate pressure denoted by an asterisk:
underrelaxation factors for velocity and pressure are 0.01,
1, and 0.1. The code has been optimized for vector ma-

(E11
d 1 E11

u 1 E22
n 1 E22

s 1 E33
e 1 E33

w )p̂*P chines and has demonstrated performance of 1501 Mflops
5 E11

d p̂*D 1 E11
u p̂*U 1 E22

n p̂*NC 1 E22
s p̂*SC (29) (millions of floating-point operations per second) on the

CRAY C90. C90 CPU-time and memory requirements1 E33
e p̂*EC 1 E33

w p̂*WC 2 D̂*.
were about 0.35 h and 4 MW (megawords) for Fr 5 0 and
16.7/5.6 h and 43/14.3 MW for the two Fr 5 0.316 grids.For steady flow, convergence of (29) is not required; there-
In the latter cases, this corresponds to approximatelyfore, only several iterations are used. Second, the momen-
4.6 3 1025 s/grid-point/global-iteration and increases bytum equation (29) is solved explicitly using p̂* for the
factors of about 14/5 and 29/10 in comparison with themomentum correction denoted by a double asterisk:
interactive approach. The convergence criterion was that
the residual (31) for all variables be about 1024, which was

f**P 5
1

1 1 CP(CU 1 CD 1 Reff/Dt)
[CNEf*NE 1 CNWf*NW satisfied in about 500 and 2000 global iterations for Fr 5

0 and 0.316. Additional global iterations indicated small
oscillations (i.e., 2% CT) with minimal reduction in the re-1 CSEf*SE 1 CSWf*SW 1 CECf*EC 1 CWCf*WC

(30) siduals.
Note that recent work with the method includes exten-1 CNCf*NC 1 CSCf*SC 1 CP(CUf*U 1 CDf*D

sive verification analysis (iterative and grid convergence
1 Refff

n21
P /Dt 2 (Sf)P)]. and order-of-accuracy studies) for both simple and practi-

cal geometries [9]. The status is as follows: the uncertainty
f**P is then used to update p̂*P . For steady flow, convergence in iterative convergence is about 2%, i.e., the same as the
of the second step is not required; therefore, only several present results; the uncertainty in grid convergence is about
subiterations between (29) and (30) are used. At the com- 1–2%, i.e., better than the present results due to the use of
pletion of the second step, p̂*P and f**P are underrelaxed somewhat finer grids; and order of accuracy’s vary between
and become p̂n

P and fn
P . Convergence is determined using about 1.5–2.5 depending on geometry and flow complexity.

the L2 norms (residuals) of the solution variables between
time steps (n) and (n 2 1), RESULTS

Results are presented in Figs. 2–7 for both Fr 5 0 and
0.316; however, the emphasis is on the latter. The discus-

RESf 5

Oip1

i51
Ojp1

j51
Okp1

k51
ufn

i, j,k 2 fn21
i, j,ku

ip1 p jp1 p kp1
, (31) sions focus on comparisons with both the data and inter-

active approach based on all data locations (see Fig. 3 of
[3]), although only representative results are shown. Forwhere f represents U, V, W, p̂, or z and should ideally
brevity, in most cases, the data and interactive approachdisplay three or four orders of magnitude drop for a con-
results are not reproduced, but rather, a similar format isverged solution.
used as in [2–4].

For Fr 5 0 (Figs. 6–7), the general features of theCONDITIONS AND GRIDS
Fr 5 0.16 data are predicted; i.e., stagnation effects near
the bow, thin boundary-layer development on the fore-The conditions simulate the experiments; i.e., for low

Fr, Fr 5 0 and Re 5 2 3 106, and for high Fr, Fr 5 body, and rapid thickening of the boundary layer on the
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is due to the inability of the CFD to simulate a thin film
(about 1.5-mm thick) and bow vortex present at the bow
of the Series 60 CB 5 0.6 ship model [11]. The wave-
elevation and -slope contours (Fig. 3) also show similarity
with the data, especially in the local region; however, differ-
ences are observed in the global region. The differences
are highlighted by the transverse and longitudinal wave-
elevation profiles (Fig. 4). In the former case (Fig. 4a), on
the forebody, good agreement is indicated with both the
local and global data, although the bow-wave crest and
shoulder-wave trough are somewhat under and overpre-
dicted. On the afterbody, good agreement is also indicatedFIG. 2. Wave profiles.
with the local data; however, as already noted, the complex
global-region wave system is not replicated. In the latter
case (Fig. 4b), the results are consistent, i.e., the amplitudesafterbody with a characteristic bulge in the axial-velocity
of the crests and troughs are underpredicted, especially incontours in the midgirth region and weak longitudinal vor-
the global region. The discrepancies increase with distancetex. Close to the hull and wake centerplane, improvement
from the hull. Improvement over [2] is indicated, especiallyover [2] is indicated, due to the superior performance of
for the wave profile and local-region wave system, due tothe present Baldwin–Lomax near-wall turbulence model
the inclusion of nonlinear effects. Both approaches displayversus the previous k-« turbulence model with wall func-
a similar inability to predict the global-region wave system,tions. Apparently, the effects of near-wall modeling over-
which is unexpected due to the large methodological differ-ride zero versus two-equation differences. However, de-
ences between the two approaches in this region.spite this improvement, the assessment is the same as [2];

The surface pressure and gradient contours (Fig. 5) showi.e., significant improvements are required in the CFD de-
good agreement with the data with regard to regions ofvelopment for detailed resolution of the viscous flow.
positive and negative pressure and favorable and adverseFor Fr 5 0.316, the wave profile (Fig. 2) shows overall
pressure gradient. The results are similar to [2], except forclose agreement with the data, including amplitude, shape,
nonlinear effects. The wall-shear stress contours (figureand phase; however, at the bow, the amplitude is underpre-
not shown) are consistent with expectation; however, nodicted. Subsequent work has shown that this discrepancy
data is available for comparison. The value for the total
resistance coefficient CT was 5.79 3 1023, which is within
2% of the data (CT 5 5.89 3 1023). Note that this percent
difference is at about the accuracy of the data 0.5–5%. The
value for the calculated pressure-resistance coefficient CP

was 2 3 1023, whereas the value for the experimental resid-
uary-resistance coefficient CR (i.e., CT 2 CF0) was 2.462 3
1023 (i.e., 219% difference). The value for the frictional-
resistance coefficient CF was 3.8 3 1023, whereas the
Schoenherr coefficient CF0 is 3.423 3 1023 (i.e., 11% differ-
ence, which is equivalent to a form factor k 5 0.11).

The mean-velocity and pressure field results (Figs.
6–7) show:

at X 5 0.0, the general features of the stagnation effects
displayed in the data. The U and p̂ contours show close
similarity to the data with respect to regions of low velocity
and high pressure. The U contours are curved back toward
the centerplane as is observed in the data. The velocity
and pressure profiles show similar Fr differences and good
agreement with the data, except that the V values are
somewhat underpredicted, which may be due to lack of
grid resolution with regard to finite-thickness effects. The
U values are larger for Fr 5 0.316, but the differences

FIG. 3. Wave-elevation and wave-slope contours. reduce with depth. The V profiles show small Fr differ-
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FIG. 4. Wave-elevation profiles: (a) Transverse; (b) Longitudinal.
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At X 5 (0.6, 0.8, 0.9), free-surface effects on the thick
boundary-layer development are simulated. At X 5 0.6,
the U contours show reduced values in the outer region;
and, at X 5 0.8 and 0.9, the reduction in the boundary
layer and more pronounced mid-girth bulge is observed
for Fr 5 0.316, which are also shown in the data. The p̂
contours show similar trends to the data; i.e., the regions
of increased and decreased values are reproduced. The
formation of the stern-bilge vortex is reproduced, however,
with smaller magnitude than the data. The velocity and
pressure profiles show similar trends to the data. The Fr
differences for these profiles penetrate to larger depths as
is observed in the data. However, the V and W profiles
generally have smaller predicted values in the inner region.

At X 5 (1, 1.1, 1.2), the free-surface effects on the wake
development are simulated. The U and p̂ contours show
similarity to the data; however, they lack detail, especially
near the core of the longitudinal vortex. The depthwise
reduction in the boundary-layer thickness for Fr 5 0.316
is observed in the U contours, as is the case for the data.
The vectors show that the longitudinal vortex is shifted
outward as is seen in the data; however, the magnitudes are
underpredicted. The velocity and pressure profiles show
similar trends to the data; however, some discrepancies
are observed in the U profiles near the centerplane at
larger depths. This is also true for the V and W profiles.
These shortcomings are similar to those for Fr 5 0. On
the other hand, the p̂ values show good agreement with theFIG. 5. Surface-pressure and gradient contours: Pressure (upper);
data. The results show improvement over [2] with regardAxial gradient (middle); Vertical gradient (lower).
to the resolution of the flow close to the hull and wake
centerplane and of the Fr differences, due to near-wall

ences, whereas the W values are larger for Fr 5 0.316 for turbulence modeling and nonlinear effects; however, de-
all depths. The p̂ profiles are similar to the U profiles, but

tailed resolution of the viscous flow is still lacking.
with a reverse trend in magnitude.

At X 5 (0.1, 0.2, 0.4), the free-surface effects on the CFD WORKSHOP TOKYO 1994
thin boundary-layer development are simulated. The U
contours are similar to the data with regard to the broad Recently, the CFD Workshop, Tokyo 1994 [6] was held

in Tokyo, Japan on March 22–24, 1994. The purpose ofregion of U , 1 at X 5 0.1 and 0.2 and increased values
in the outer region at X 5 0.4. This is also true for the p̂ the workshop was to assess the state of the art of CFD for

steady flow around ships and to accelerate further develop-contours regarding the broad region of high pressure at
X 5 0.1 and 0.2. At X 5 0.4, the p̂ contours show lower ments through discussion among the participants, in con-

junction with comparisons of the computed results withvalues for Fr 5 0.316 and the contours are nearly parallel
to the free surface as is observed in the data. The velocity each other and with the data. Previous related workshops

were held on viscous flow in 1980 and 1990 [12, 13] andand pressure profiles show similar trends to the data, in-
cluding reduced Fr differences with depth. At X 5 0.1 and on inviscid flow in 1978, 1982, and 1987 [14–16]. Three test

cases were used: (1) turbulent free-surface flow (Series 600.2, the U profiles indicate smaller values for Fr 5 0.316,
whereas these show larger values at X 5 0.4. At X 5 0.1 CB 5 0.6 ship model); (2) inviscid free-surface flow (Series

60 CB 5 0.6 ship model); and (3) turbulent double-modeland 0.2, the V values are reduced and increased in the
inner and outer regions. At X 5 0.4, the V profiles show flow (HSVA ship models). Both the present large-domain

and precursory interactive results were included in Testminimal Fr differences. At X 5 0.1, the W profiles show
reduced and increased values in the inner and outer re- Case 1. Note that the data used presently [3, 4] was also

used at the workshop for Test Cases 1 and 2.gions, whereas they show reduced values overall at X 5
0.2 and 0.4. These complex features of the flow are due to In Test Case 3, 15 entries representing 7 nations partici-

pated. The CFD methods included both pseudo-compress-the formation of the bow-bilge vortex.
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FIG. 6. Axial-velocity and pressure contours and crossplane vectors: (a) x 5 0; (b) x 5 0.2, (c) x 5 0.6; (d) x 5 0.9; (e) x 5 1.1.

ibility and SIMPLER, PISO, and MAC types with first- participated. The CFD methods included potential and
Euler types utilizing both linear and nonlinear free-surfaceand higher-order discretization procedures, simple and ad-

vanced grid-generation techniques, and isotropic (Cebici– boundary conditions. In many aspects, the inviscid-flow
results showed remarkably good agreement with the data,Smith, Baldwin–Lomax, and k-«) and nonisotropic

(differential Reynolds-stress) turbulence models. The including wave profile, surface-pressure distribution, and
residuary resistance. However, the wave profiles indicatedBaldwin–Lomax and k-« models included the use of both

wall functions and near-wall models and, in some cases, a downstream phase shift, the stern pressure rise and waves
were overpredicted, the detailed wave pattern associatedmodifications for the present applications. Also, in one

case, a very simplified subgrid scale model was used. The with the complex interactions of the bow, shoulder, and
stern waves was not accurately resolved, especially thecomparisons indicated that the nonmodified isotropic mod-

els were unable to produce the detailed flow pattern (e.g., wave slopes, and the viscous effects were completely miss-
ing. The potential and Euler types showed similar resultshook-shaped axial-velocity contours near the stern), simi-

larly as in the previous related workshop. The modified with the nonlinear methods indicating improvement; how-
ever, definitive general conclusions cannot yet be reachedBaldwin–Lomax and k-« models with near-wall models

showed some improvement, but were insufficiently docu- as to the differences between the potential versus Euler
and linear versus nonlinear methods.mented, including physical justification, to be considered

generally useful. However, the differential Reynolds-stress In Test Case 1, 11 entries representing 4 nations partici-
pated. The CFD methods were based on extensions of themodels showed marked improvement, which confirms the

necessity for nonisotropic turbulence models for the pres- types described for Test Case 3 for nonzero Fr calculations
utilizing both linear and nonlinear approximate free-sur-ent applications. Also, higher-order discretization proce-

dures and advanced grid-generation techniques indicated face boundary conditions and interactive and large-domain
approaches. In comparison to Test Case 3, relatively fewerimprovement.

In Test Case 2, eight entries representing seven nations methods were able to obtain satisfactory results. Both ap-
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FIG. 7. Velocity and pressure profiles: (a) x 5 0; (b) x 5 0.2; (c) x 5 0.6; (d) x 5 0.9; (e) x 5 1.1.

proaches showed similar results with regard to free-surface certain detailed flow features of the wave pattern and vis-
cous flow are inadequately resolved, indicating the need foreffects as described for Test Case 2, but with significant

improvement for the wave profile phase, stern pressure improvements in numerical accuracy, turbulence modeling
(e.g., use of nonisotropic turbulence models), grid genera-rise and waves, and the presence of viscous effects. The

resistance values were at about the accuracy of the data. tion, and treatment of the free-surface boundary condi-
tions. Nonetheless, the status suggests that the better meth-Also, viscous effects for the Series 60 CB 5 0.6 ship model

for nonzero Fr are similar to those for zero Fr, but with ods will be useful for design applications. The results from
such applications should also be useful in aiding improve-wave-induced pressure gradient effects, such that the con-

clusions with regard to Test Case 3 are also valid for Test ments, which are expected to follow in conjunction with
extensions for more complex flows.Case 1.

In all three test cases, the entries showed varying capabil-
ities and, in many cases, their procedures were insuffi- CONCLUDING REMARKS
ciently documented. In particular, limited verification anal-
ysis (i.e., iterative and grid convergence and order of A large-domain approach is developed for calculating

ship boundary layers and wakes and wave fields for non-accuracy studies) was provided. The previous discussion
was based on the best quality entries, which, in Test Case zero Fr. The RANS and continuity equations are solved

with the Baldwin–Lomax turbulence model, exact nonlin-1, included both the present large-domain and precursory
interactive approaches. The workshop was successful with ear kinematic and approximate dynamic free-surface

boundary conditions, and a body/free-surface conformingthe conclusion that the status of CFD for ship hydrodynam-
ics is such that the predicted steady resistance and flow are grid. The results are validated through comparisons with

data for the Series 60 CB 5 0.6 ship model at low and highnearly at the accuracy of the experimental data. However,
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